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1 Problem statement

Our project aims to develop a mechanism to mea-
sure the specificity of prompts used to interact
with Large Language Models (LLMs) like GPT-
4. We’re creating a scoring metric to evaluate the
effectiveness of prompts based on criteria like co-
herence, clarity, and ambiguity. The goal is to es-
tablish a standardized ”prompt score” validated by
human annotators, which reflects the specificity of
a prompt. To obtain the prompt score, we tried
two approaches. First we fine tuned Llama (Tou-
vron et al., 2023) model using QLoRA (Dettmers
et al., 2023) technique on our dataset. Second we
used GPT-4 to generate the scores based on few
shot prompting strategy. We compare the results
in the following sections. This score will enable
researchers to assess LLM performance based on
prompt specificity, leading to a more nuanced un-
derstanding of LLM capabilities.

We believe a standardized prompt scoring sys-
tem will significantly advance the field of LLMs
and have practical implications. Reliable prompt
scoring will allow users to tailor LLMs to their
specific needs, enhancing their utility and per-
formance in various applications. In this report,
we examine how certain LLMs (Alpaca, Claude,
and Gemma) struggle with generating responses to
highly specific prompts, and evaluate their perfor-
mance on coherence, constraint following ability,
and fluency metrics. We did this comparison by
taking prompts in the order of increasing prompt
specificity (prompt score) and evaluate different
LLMs.

Our hypothesis claims that as specificity in-
creases there are much less data for the LLM to
train with which would eventually hinder LLM
performance.

2 What you proposed vs. what you
accomplished

We proposed to develop a mechanism to mea-
sure the specificity of prompts used to interact
with Large Language Models (LLMs) like GPT-
4. This is a scoring metric to evaluate the effec-
tiveness of prompts based on criteria like coher-
ence, clarity, and ambiguity. Our goal was to es-
tablish a standardized ”prompt score” validated by
human annotators, which reflects the specificity of
a prompt, and use this prompt scoring mechanism
to compare various LLMs and assess their per-
formance based on prompt specificity. We have
accomplished all of the milestones we set out to
achieve. We developed two approaches to obtain
the prompt score. Our results provide valuable in-
sights into the performance of LLMs and the ef-
fectiveness of our prompt scoring mechanism.

3 Related work

The development and evaluation of prompt speci-
ficity in large language models (LLMs) has been
an area of significant research interest with great
potential. Our project builds on a substantial body
of research focused on prompt design and evalu-
ation in LLMs. This section contextualizes our
work within the broader literature, highlighting
key studies and how our approach extends or dif-
fers from existing methods.

We leverage the seminal work of (Wei et al.,
2022), ”Chain-of-Thought Prompting Elicits Rea-
soning in Large Language Models,” which demon-
strated that using chain-of-thought prompting can
significantly improve a model’s performance on
tasks like arithmetic, commonsense reasoning,
and other complex tasks. We incorporated this
idea into our project while evaluating the gener-
ated responses using GPT-4 to ensure thorough
and logical evalution.



Similarly, (Liu et al., 2023) in ”G-EVAL:
NLG Evaluation using GPT-4 with Better Human
Alignment” focused on evaluating natural lan-
guage generation (NLG) systems. They found that
conventional reference-based metrics like BLEU
(Papineni et al., 2002) and ROUGE (Lin, 2004)
have relatively low correlation with human judg-
ments. They proposed using LLMs as reference-
free metrics for NLG evaluation, which showed
better alignment with human judgments. Inspired
by this, we used GPT-4 to judge the quality of
prompt responses (in this case, stories) generated
by other models like Alpaca and Claude. By de-
veloping a similar scoring metric, we aimed to
evaluate the responses of various LLMs more ef-
fectively, focusing on metrics like coherence, con-
sistency, and fluency.

Our approach to evaluating the instruction-
following ability of LLMs like Claude and
Gemma was inspired by (Qin et al., 2024)
”INFOBENCH: Evaluating Instruction Following
Ability in Large Language Models.” Their find-
ings demonstrated that GPT-4 can serve as a cost-
efficient annotator. We utilized GPT-4 as an anno-
tator (along with human annotations) while gener-
ating the dataset of prompts used for fine-tuning
the Llama model.

Additionally, we drew inspiration from (Zhou
et al., 2023b).’s ”Instruction Following Evalua-
tion of Large Language Models.” We adopted their
idea of focusing on a set of ”verifiable instruc-
tions,” such as ”write in 400 words” and including
some specific keywords to evaluate the constraint-
following ability of LLM generations.

Recent studies have underscored the signifi-
cance of data quality in human annotations, which
is crucial for ensuring that large language mod-
els (LLMs) adhere closely to instructions, thereby
minimizing discrepancies between the generated
outputs and the users’ intended inputs (Zhou et al.,
2023a); (Köpf et al., 2023). Consequently, we
prioritized human annotations in the preparation
of our prompts dataset. This approach allowed
for a more accurate fine-tuning of the LLaMa
model, specifically tailoring it to effectively re-
late the prompts to various metrics such as the
number of constraints and clarity. Additionally,
we explored techniques to enhance the instruction-
following capabilities of LLMs, notably through
the method of instruction backtranslation, as dis-
cussed in prior research (Li et al., 2024).

In the process of generating a story prompt
dataset, it is critical to encompass a broad spec-
trum of themes and scenarios. This approach en-
sures a balanced knowledge base from which the
fine-tuned model can learn. The work of (Kandpal
et al., 2023) on ”Large Language Models Struggle
to Learn Long-Tail Knowledge” reveals that the
performance of large language models (LLMs) on
knowledge-based tasks is significantly influenced
by the prevalence of related information in their
training datasets . By diversifying the content of
the story prompts, we mitigate the risk of a skewed
representation, where certain types of informa-
tion or prompt categories are underrepresented—a
problem commonly referred to as the long tail is-
sue. Such diversity in training data is essential for
developing models capable of handling and under-
standing a wide variety of inputs and maintaining
robustness in interpreting how text relates to con-
straints, clarity, and other metrics. This is further
corroborated by the work of (Ravichander et al.,
2020), which shows that language models make
inconsistent predictions when prompted with sim-
ilar statements.

4 Dataset

We created our own dataset consisting of 800
prompts and their annotated scores. We score each
prompt based on four criteria: number of con-
straints, constraint complexity, clarity, and prompt
complexity. Each criterion is scored on an integer
scale from 1 to 5. The dataset is used later to fine-
tune a LLM so that it can learn to give scores to
each prompt.

Dataset Statistics
• Size: 800 examples
• Source: Online websites (blog.reedsy.com),

ChatGPT, and team-written prompts
• Domain: Story domain

Below are three prompts, with increasing speci-
ficity, along with their corresponding annotated
values.

4.1 Data preprocessing
We didn’t perform extensive data preprocessing
as most prompts were already clean and required
minimal cleaning.

4.2 Data annotation
We divided the dataset among team members for
annotation. The main challenges we faced were



Figure 1: Prompt Examples

assigning similar values (e.g., clarity scores of
4 or 5) and the limitations of the ’Clarity’ fea-
ture, which had similar scores for most exam-
ples. Thus ’Clarity’ feature did not help much in
prompt score as it was almost same for all the ex-
amples. Despite these issues, team members gen-
erally agreed on annotated values, with minimal
disagreements.

4.3 Criteria Guidelines
Constraints Constraints are rated based on their
quantity and complexity in the problem. A rat-
ing of 1 indicates there are hardly any constraints,
while a rating of 2 suggests the presence of one or
two constraints. A rating of 3 is given when there
are between two and three constraints, rating 4 for
three to five constraints, and a rating of 5 is as-
signed when there are more than five constraints.

Constraint Complexity The complexity of con-
straints also significantly influences their rating.

Constraints are considered very simple, warrant-
ing a rating of 1. If one or two constraints are
tricky, but the rest remain simple, a rating of 2 is
appropriate. A moderate difficulty level in con-
straints earns a rating of 3. Constraints that in-
clude tricky elements, such as incorporating spe-
cific words with certain frequencies, receive a rat-
ing of 4. The highest complexity, which involves
multiple tricky constraints, is rated at 5.

Clarity Clarity in the presentation of constraints
and prompts is critical. Ratings of 1 or 2 are given
for very unclear guidelines. An ambiguous pre-
sentation results in a rating of 3, while very clear
instructions receive a rating between 4 and 5.

Prompt Complexity Prompt complexity refers
to the intricacy of the main storyline or the out-
line of how the story should be structured. Simple
and straightforward story outlines receive a rat-
ing of 1 or 2. If the storyline is somewhat triv-
ial but involves minor complexities, it is rated at
3. More complex storylines, particularly those in-
volving less well-known topics or intricate plots,
are rated between 4 and 5.

5 Baselines

In our innovative study, we compared two pri-
mary models, LLama and GPT-4, to evaluate
the effectiveness of automated prompt scoring in
generating and assessing story prompts. Since
PromptScore has never been evaluated before we
don’t have a baseline to compare.

5.1 Llama Fine-Tuning

(Touvron et al., 2023) Llama, a transformer-based
language model, was fine-tuned using a special-
ized dataset comprising story prompts and evalu-
ations. We opted for a learning rate of 2e-5 af-
ter experimenting with various rates, finding it op-
timal for our purposes. The training process in-
volved batches of 16 over 15 epochs, utilizing
the AdamW optimizer for improved weight han-
dling. Despite these adjustments, LLama’s per-
formance remained suboptimal in comparison to
GPT-4, particularly struggling with the nuanced
evaluation criteria and maintaining coherence in
prompt generation.

5.2 GPT-4 Few-Shot Learning

Contrastingly, GPT-4 was employed in a few-shot
learning configuration, where it was provided with



Hyperparameter Value
Learning Rate 2e-5

Batch Size 16
Epochs 15

Optimizer AdamW

Table 1: Hyperparameters used in fine-tuning the
Llama model

a handful of example prompts to guide its genera-
tion and evaluation processes. We determined that
200 example shots were the most effective in guid-
ing GPT-4 without overwhelming it. In tests, GPT-
4 significantly outperformed LLama, demonstrat-
ing superior understanding of the evaluation cri-
teria and generating more coherent, high-quality
prompts.

5.3 Dataset Splits

To ensure a robust evaluation, the dataset was split
into 70% for training, 15% for validation, and 15%
for final testing. This division was strategically
chosen to maximize learning while providing suf-
ficient data for validation and unbiased testing.
Importantly, no hyperparameter tuning was con-
ducted using the test set to prevent data leakage
and ensure the integrity of our results.

This study underscores the potential of GPT-4
in automating the flow of prompt scoring, leading
us to select it over LLama for its superior perfor-
mance and reliability in handling complex evalua-
tion tasks.

6 Methodology

6.1 Calculating Prompt Score

To evaluate each prompt in our curated dataset,
we score them based on four criteria: the number
of constraints, the complexity of individual con-
straints, the clarity of the prompt, and the overall
prompt complexity. The definitions of these crite-
ria are as follows:

Number of Constraints: The total number of
constraints in the prompt. A higher number of
constraints typically makes a prompt more spe-
cific.

Constraints Complexity: The complexity of
each individual constraint. Prompt Complexity:
The complexity of the overall prompt. A prompt
can be complex even if individual constraints are
simple. For example, ”Write a story about a man

with four legs in 100 words” has only two con-
straints (four legs and 100 words), but the prompt
is complex due to the unusual nature of the story
and the brevity required.

Clarity: How clear and understandable the
prompt is. To ensure accurate scoring, we provide
well-defined guidelines for annotators. A high
prompt score indicates a high level of specificity.

Prompt Complexity refers to how high or how
complex the base prompt is. For example a prompt
like ’A boy born in Delhi’ would be much less
complex ’Come up with a story of a man born with
four legs’.

”Come up with a story which has seven char-
acters and a place called Bhopal, where the story
revolves around children betraying parents.”

For this prompt, we assign scores based on sev-
eral criteria as follows:

• Number of Constraints: 3

• Constraints Complexity: 2

• Clarity: 5

• Prompt Complexity: 2

Using an annotated dataset, we fine-tune the
LLaMA2 model using the QLoRA approach. As
all prompts received near-perfect clarity scores,
we exclude this criterion during fine-tuning to pre-
vent biasing the model. We enhance the model by
adding an MLP layer atop the final layer’s last hid-
den state representation to predict three values: the
number of constraints, constraints complexity, and
prompt complexity.

When assessing new prompts, we employ both
our fine-tuned model and few-shot prompting with
the ChatGPT-4 model. Our findings reveal that the
prompt scores generated by ChatGPT-4 are supe-
rior to those produced by our fine-tuned model,
likely attributable to the vast training data avail-
able to ChatGPT-4, in contrast to more limited
datasets accessible for models like LLaMA2.

6.2 Generating Prompts for Story Evaluation
Once we have designed a metric to effectively
evaluate the specificity of prompts, we proceed to
iteratively refine these prompts to cover a range of
specificities. The process involves the following
steps:

To effectively evaluate the specificity of
prompts, we follow an iterative refinement pro-
cess. First, we begin with a broad, general prompt



to set the foundation for story evaluation. Next, we
incrementally add constraints to this initial prompt
using a Large Language Model (LLM). Each iter-
ation involves asking the LLM to add one or more
specific elements or requirements to the existing
prompt, thereby increasing its specificity. Con-
straints to add include the number of paragraphs,
word count in each paragraph, the theme of each
paragraph, words to add with frequency, and end-
ing statements or a specific line. For example,
an initial prompt might be, ”Write a short story
about a journey taken by a young girl.” We repeat
this process of adding constraints until we achieve
a series of prompts with varying levels of speci-
ficity, aiming to generate a total of 10 prompts,
each more specific than the previous one. The re-
sults are stored in a database to avoid making re-
peated API calls to the LLM, as this increases the
latency of the code.

6.3 Evaluation of Story Generated

In our study, we employed GPT-4 as an evalua-
tor to assess the quality of stories generated from
prompts by various language models (LLMs).
Drawing inspiration from the methodology out-
lined in the paper (Liu et al., 2023), we structured
our evaluation process to systematically measure
the performance of each LLM on several key cri-
teria. The evaluation process was meticulously de-
signed to ensure a comprehensive and objective
assessment.

6.3.1 Evaluation Instructions
We provided GPT-4 with detailed instructions to
evaluate the generated stories. The instructions
were formatted as a prompt and included specific
guidelines for assessing each story based on the
following categories:

• Coherence: This criterion measures the log-
ical consistency and narrative flow of the
story. A coherent story maintains a clear and
understandable progression of events, with
well-connected ideas and actions.

• Constraints Satisfied: This criterion evalu-
ates how well the generated story adheres to
the specific constraints or requirements out-
lined in the prompt. These constraints might
include specific characters, settings, themes,
or plot elements that the story must incorpo-
rate.

• Fluency: This criterion assesses the overall
readability and linguistic quality of the story.
A fluent story is grammatically correct, well-
punctuated, and free from awkward phrasing
or unnatural language use.

6.3.2 Evaluation Process
To conduct the evaluation, we followed these
steps:

1. Prompt Design: We designed prompts that
included both the story prompt and the eval-
uation instructions for GPT-4. The evalu-
ation instructions were formatted in a clear
and concise manner to ensure that GPT-4
could effectively assess each story based on
the specified criteria. The prompts were con-
structed to guide GPT-4 to follow a struc-
tured reasoning process, known as Chain
of Thought (CoT), which helps in breaking
down the evaluation into logical steps.

2. Story Generation: Multiple LLMs were
used to generate stories based on the same set
of prompts. This allowed us to compare the
performance of each model on a common ba-
sis. By generating multiple stories, we could
analyze the diversity and quality of outputs
from different models under consistent con-
ditions.

3. Evaluation by GPT-4: For each generated
story, GPT-4 was tasked with providing an
evaluation based on three criteria: Coher-
ence, Constraints Satisfied, and Fluency. The
evaluations were conducted independently
for each story to maintain objectivity. We
passed the instructions to GPT-4 as a prompt
along with the story it had to evaluate. The
CoT reasoning was encouraged to ensure
thorough and logical evaluation.

An example of how instructions are passed to
GPT is presented in the figure 2

4. Scoring and Analysis: The scores provided
by GPT-4 were then compiled and analyzed
to determine the relative performance of each
LLM. The analysis focused on identifying
strengths and weaknesses in the generated
stories and understanding how each model
performed across different evaluation cate-
gories.



Figure 2: Passed Instructions to GPT

We managed to complete a working implemen-
tation using libraries such as PyTorch, Hugging-
face, Trainer, and others. We did not rely on
any existing implementations and instead imple-
mented our own models. Specifically, we imple-
mented the Llama model, with the associated files
being Llama and trainer. Our experiments
were conducted on GPU machines, which pro-
vided the necessary computational power for train-
ing and evaluation. There were no significant is-
sues that we could not solve during the implemen-
tation process. Additionally, we did not need to
employ any Colab-specific hacks for training our
model, as our setup and resources were sufficient
for our needs.

7 Results

We tested our prompt score algorithm on a series
of 10 prompts with increasing specificity, plotting
the scores in a graph. The results validate our as-
sumption that as specificity increases, the prompt
score increases. While the graph shows some fluc-
tuations, potentially due to model errors, the over-
all trend supports our hypothesis. To obtain the
10 prompts, we started with a simple story writ-
ing prompt and incrementally added various con-
straints using GPT. We manually provided a set
of constraints, including parameters such as the

number of paragraphs, word count per paragraph,
theme, required words with frequency, and spe-
cific ending statements. By gradually adding these
constraints, we created a range of prompts with
increasing specificity, allowing us to evaluate our
algorithm’s performance.

Figure 3: Prompt score for 10 increasingly specific
prompts

Building on our successful development of a
prompt scoring mechanism, we proceeded to eval-
uate the performance of three Large Language
Models (LLMs) - Alpaca, Gemma, and Claude
- on various metrics. Our goal was to assess
which model excels in specific areas, namely co-
herence, constraints following ability, and fluency.
To achieve this, we tested each metric individ-
ually for all three models, analyzing their per-
formance on prompts with increasing specificity.
The following three graphs illustrate the results
of this evaluation, providing valuable insights into
the strengths and weaknesses of each LLM. By
comparing their performance on these key met-
rics, we can better understand how our prompt
scoring mechanism can be used to optimize LLM
performance and improve user experience. This is
shown in 4, 5 and 6.

A closer examination of the coherence and con-
straints graphs reveals that Gemma most closely
aligns with our hypothesis, followed by Claude,
while Alpaca struggles to meet our expectations.
Notably, the fluency graphs for all three mod-
els exhibit identical trends, indicating that each
model’s responses are equally fluent. To further
investigate the coherence and constraints follow-
ing ability, we opted to replot the graphs with
prompts numbered from 1 to 10 on the horizon-
tal axis, increasing in specificity. This adjust-



Figure 4: Compare coherence Figure 5: Compare constraints Figure 6: Compare fluency

ment enables a more nuanced visual analysis of
the decreasing trend, as the previous graphs had
scores on the horizontal axis that weren’t uni-
formly spaced between consecutive prompts. By
replotting the graphs in this manner, we can more
effectively assess how each model’s performance
deteriorates as prompt specificity increases, pro-
viding valuable insights into their strengths and
weaknesses. The resulting graphs offer a clearer
visualization of the models’ performance, allow-
ing us to better understand their capabilities. This
is shown in graphs 7 and 8.

To gain a comprehensive understanding of the
three models’ performance, we analyzed the aver-
age performance of Alpaca, Gemma, and Claude
across all three constraints - Coherence, Con-
straints following ability, and Fluency - using the
same set of 10 prompts. Our hypothesis posits that
as prompt specificity increases, the models’ per-
formance should deteriorate, reflecting their strug-
gle to provide coherent output. The graphs indeed
validate this hypothesis, with Claude exhibiting
the most pronounced decreasing trend, indicating
its ability to verify our hypothesis. Gemma also
displays a similar behavior, albeit with some vari-
ation. However, Alpaca’s performance deviates
from the expected trend, failing to demonstrate a
clear decline in performance as prompt specificity
increases. This disparity in performance among
the three models offers valuable insights into their
strengths and weaknesses, enabling us to refine
our prompt scoring mechanism and optimize LLM
performance. This also provides some clue that for
random prompt, to judge its performance we can
use the Claude model. These graphs are shown in
9, 10, 11.

8 Error analysis

While our prompt scoring mechanism has shown
promising results, we observed some errors and

limitations in its performance. Specifically, we
noticed that for extremely specific prompts, the
model’s scores on the ’constraints’ and ’prompt’
complexity metrics were lower than expected. For
instance, consider a prompt with very specific re-
quirements as given below.

Write a story with the following
constraints:

- Title: The Enchanted Forest
- Each paragraph starts with "In

".
- Total of 5 paragraphs.
- Each paragraph consists of

exactly 4 sentences.
- Total word count: 100-120 words

.
- Cannot use the word "magic".
- Must include the phrase "

whispers of the trees".
- Must have a character named "

Evelyn".
- Ending line: "And the forest

was never the same again."

The model predicted scores of 4 and 3 for ’con-
straints’ and ’prompt’ complexity, respectively.
However, according to our human-annotated train-
ing data, such highly specific prompts would typ-
ically receive scores of 5 and 5. This discrepancy
suggests that the model may struggle with overly
specific prompts, potentially due to limited train-
ing data. This error highlights the need for further
refinement and expansion of our training dataset
to better capture the nuances of highly specific
prompts and improve the model’s performance in
these cases. This error could also happen since as
of now we’re predicting integer scores between 1
to 5, so the model might be confused between 4
and 5. Had this been a continuous score, we could
have got scores which is more towards what hu-
man would score.



Figure 7: Coherence performance Figure 8: Constraints performance

Figure 9: Claude overall perfor-
mance

Figure 10: Alpaca overall perfor-
mance

Figure 11: Gemma overall perfor-
mance

9 Contributions of group members

• Amritansh Mishra: Data preparation and an-
notation, build training models, database in-
tegration, fine tuning, evaluation pipeline.

• Manish Ranjan Karna: Data preparation and
annotation, fine tuning, models integration,
performance analysis

• Manas Wadhwa: Data preparation and anno-
tation, error analysis, report writing, fine tun-
ing, story generation pipeline.

• Rahul Saxena: Data preparation and annota-
tion, models integration, report writing, story
generation pipeline.

10 Conclusion

From our analysis, we notice a clear pattern in the
performance of the three models across different
metrics. Specifically, when it comes to coherence,
Gemma outperforms the others, followed closely
by Claude, while Alpaca struggles to maintain co-
herence. Similarly, in terms of constraints follow-
ing ability, Claude excels, with Gemma coming in
second and Alpaca trailing behind. Furthermore,
the individual performance graphs reveal a consis-
tent trend: Claude consistently delivers the best

performance, followed by Gemma, and then Al-
paca. This clear hierarchy of performance sug-
gests that Claude is the most effective model at
handling increasingly specific prompts, while Al-
paca faces significant challenges in this regard.
Therefore, we can conclude that Claude is the top-
performing model, followed by Gemma, and Al-
paca requires further refinement to meet the stan-
dards set by its peers. We also fine tuned (Touvron
et al., 2023) LLama model using (Dettmers et al.,
2023) QLoRA technique to predict the specificity
scores across various metrics. However due to less
data in training set, the results of the fine tuned
model were worse than the publicly available GPT
model.

11 Future Work

Our prompt scoring mechanism has shown
promising results, but there are several work for
future exploration and improvement. One poten-
tial direction is to validate our approach across ad-
ditional constraints, such as ambiguity and style,
to further generalize our prompt score to other
domains. Another area of exploration is to ex-
pand our evaluation dataset to include hundreds
of prompts with increasing specificity, allowing
us to calculate more robust average performance
metrics for each model. Also, instead of hav-
ing integral scores, we can have a more power-



ful evaluation if we try continuous scores for the
metrics. This will provide a more comprehensive
understanding of the models’ capabilities. Ad-
ditionally, we aim to explore alternative scoring
methods, such as utilizing other Large Language
Models (LLMs) specifically designed for predict-
ing scores instead of using GPT Eval. This will
enable us to compare the effectiveness of different
scoring approaches and potentially identify more
accurate and efficient methods.

12 AI Disclosure

• Did you use any AI assistance to complete
this proposal? If so, please also specify what
AI you used.

– Yes, we did use ChatGPT to assist in re-
port writing.

If you answered yes to the above question, please
complete the following as well:

• If you used a large language model to assist
you, please paste *all* of the prompts that
you used below. Add a separate bullet for
each prompt, and specify which part of the
proposal is associated with which prompt.

– Write latex code for putting three graphs
on a same horizontal line in latex in a 2
column format report

* Used to plot the graphs in the Result
section

– Rephrase this paragraph: Next we try
to evaluate the following models (Al-
paca, Gemma and Claude) on different
metrics that we tested (Coherence, Con-
straints following ability and Fluency).
We tested one metric at a time for all
three models so as to analyze which
model performs better for that particu-
lar metric. Following are the three graph
for the same

* Used to answer in the Result section
– how to decrease spacing between the list

items

* Helped in the dataset statistics sec-
tion to decrease space between list
items

– write a similar prompt to an LLM.
PROMPT

* Used to generate an example prompt
based on input prompt

• Free response: For each section or para-
graph for which you used assistance, describe
your overall experience with the AI. How
helpful was it? Did it just directly give you
a good output, or did you have to edit it? Was
its output ever obviously wrong or irrelevant?
Did you use it to generate new text, check
your own ideas, or rewrite text?

– Result section

* The code provided to put multiple
images in a horizontal line didn’t
work at first place, but on providing
the error, it was fixed. Also the para-
phrasing required some changes. So
overall an average outcome. Mostly
used to re-write text.

– Dataset section

* Used to to get latex code and the re-
sults were satisfactory.
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